
 

Accepted Posters 
Addressing the Seven Sins of Open Science with SRCE's services 

Recently, Barend Mons published a series of blogs “The Seven Capital Sins of Open Science” in which 

he wrote about the struggle to practice FAIR and Equitable Science within traditional scientific 

barriers. He raises many challenging questions such as the outdated reward system, the lack of 

awareness about the value of data, the need to appreciate the culture and expertise of other 

disciplines as well as the importance of machine-actionable, rich and FAIR metadata. Moreover, he 

points out how today’s research depends on high-quality, reliable, and reusable data, supported by 

well-structured data management and research infrastructures. 

 

With this work, we aim to show how the main e-Infrastructure and digital services provider for 

higher education and research in Croatia - the University of Zagreb University Computing Centre 

(SRCE) supports researchers and research performing organisations in bridging those seven sins. 

SRCE provides a set of services including (Diamond) Open Access Portal of Croatian Scientific and 

Professional Journals - HRČAK, national infrastructure for digital repositories – DABAR, and an 

Advanced computing service providing researchers necessary e-Infrastructure to perform data 

intensive science. In addition, SRCE actively promotes open science and FAIR principles through 

organization of workshops and webinars, and the development of educational materials on the topic 

of Open Science, Research Data Management and FAIR principles. Through these activities, SRCE 

fosters a culture of openness across the research community 

 

AI-Enhanced Policy Intelligence for Open Science Monitoring  

Artificial Intelligence and machine learning are reshaping how digital curation is performed - 

introducing new efficiencies, but also new risks. The European Open Science Resources Registry, 

developed as part of the EOSC Track project for the EOSC Open Science Observatory, offers a 

pioneering example of how AI-enhanced pipelines can support large-scale curation and policy 

intelligence in a rapidly evolving research environment (https://www.eoscobservatory.eu/).  

 

This poster presents the European Open Science Registry as a case study demonstrating how AI can 

be responsibly integrated into policy-monitoring infrastructures. The registry utilises machine 

learning and natural language processing to automate key steps of the curation workflow, including 

document retrieval, metadata extraction, semantic enrichment, and thematic classification. These 

capabilities allow the system to ingest dispersed policy information, identify relevant Open Science 

resources, and structure them into a unified, navigable knowledge base. 

 

At the same time, this poster highlights the curation challenges and risks introduced by AI, including 

opaque model behaviour, potential biases in automated classification, and concerns around 

trustworthiness and long-term maintainability. To mitigate these risks, the European Open Science 

Registry is designed around a human-in-the-loop curation model, where expert curators validate 

incoming resources, adjust metadata, correct misclassifications, and ensure the quality and integrity 

of the curated corpus. 

 

https://www.eoscobservatory.eu/


 
By showcasing both the technical workflow and the governance approach behind the European 

Open Science Registry, this poster invites reflection on how AI-assisted curation can reshape policy 

intelligence, strengthen transparency, and support evidence-based decision-making, without 

compromising reliability or human agency. It positions the European Open Science Registry as an 

example for how digital curation communities can leverage AI while maintaining ethical, 

accountable, and community-aligned curation practices within Europe’s evolving Open Science 

landscape. 

 

An AI-Powered Medical GPT: "Mrityunjoy" 

Bangladesh is a country with one of the highest population densities in the world (1,171 per sq km). 

A notable trend from the recent population census is that the female population (88.07 million) 

exceeds the male (84.85 million). The healthcare system in Bangladesh faces significant challenges, 

including an uneven doctor-patient ratio (1:9000 in rural). An AI-driven medical chatbot named 

""Mrityunjoy"" (meaning ‘Victory to Death’) could play a transformative role in medical diagnosis. 

The system employs advanced NLP, ML, voice bots, and mBERT models trained on diverse medical 

datasets. 

 

For rural populations, approximately 31 million households own smartphones. Users can easily 

initiate self-diagnosis through the App by providing their age, sex, and identifying the affected body 

part. The Conversational AI then asks questions in a doctor-like manner and suggests accurate 

medical diagnoses, interprets reports, and provides personalized health recommendations based on 

the symptoms. Additionally, it assists doctors, pharmacists, and practitioners by automating 

healthcare tasks, generating patient summaries, and delivering evidence-based treatment 

recommendations. 

 

Our target is 15 million downloads in three years, with 50% paid services. Studies show that over 

70% of consultations are recurring. The system ensures adherence to data protection laws (e.g., 

HIPAA, GDPR) and collaborates with local authorities for regulatory approvals. 

 

The study evaluates its impact through user satisfaction surveys in rural districts. However, 

challenges remain, such as disparities in digital literacy and occasional gaps in mentorship. 

""Mrityunjoy"" represents an AI-powered public health innovation tailored to the Bangladeshi 

context, with potential implications for other LMICs facing similar challenges. 

 

Anatomy of a Fatberg: Algorithmic Waste, Data Overflow, and the Politics of Digital Curation 

This poster introduces Anatomy of a Fatberg, a digital artwork that reimagines the fatberg, a 

congealed mass of human waste, as a provocative metaphor for contemporary Artificial Intelligence 

systems. Built from a blend of real time interaction and vast historical datasets sourced from the 

Statistical Office of the Republic of Serbia, the work critiques how data accumulation, under the 

guise of intelligence, increasingly mirrors processes of waste production, opacity, and self reinforcing 

extraction. 

 

The Fatberg feeds on heterogeneous data from toxins in the Danube to telecommunications records, 

divorce rates, and economic metrics raising questions about what is curated, preserved, discarded, 



 
or exploited in digital systems. In this speculative metaphor, the AI Fatberg becomes the only 

beneficiary in a closed system of surveillance, over collection, and ecological degradation. 

 

By situating the artwork in relation to the themes of AI, austerity, and authoritarianism, this 

contribution foregrounds the risks of opaque, extractive AI systems that consume public data 

without community control or transparency, the consequences of uncurated or miscurated data 

garbage data collected under austerity driven or authoritarian regimes, often without consent or 

clear value, and the role of artists as digital curators, intervening in data flows through subversion, 

metaphor, and embodied critique. 

 

Artificial vs. Human Intelligence - A Comparative Assessment of Feedback to Data Management 

Plans 

We will compare the AI-generated assessments with those from data support professionals. 

Comparison of similarities and differences gives an insight into which questions and themes the 

attention was paid to. Also, we analyse how the reliability and usefulness of AI feedback vary across 

assessment criteria. This allows us to identify where and why AI aligns or misaligns with expert 

judgment, informing both tool refinement and context-aware use of AI in research support. 

 

Being Future Ready: Software Heritage, a Resilient Infrastructure  

Software Heritage’s mission is to collect, preserve, and share all software that is publicly available in 

source code form. It’s the largest archive of software source code ever assembled. The archive holds 

22 billion unique source files from over 340 million projects. Software Heritage is a non-profit multi-

stakeholder initiative launched by Inria in partnership with UNESCO, hosted by the Inria Foundation, 

and with a growing number of partners. 

 

The poster highlights three strategic pillars: technical durability (through open standards and a 

network of mirrors, through intrinsic identifiers), organizational sustainability, and governance. 

 

Bridging The Research Data Management Skills Gap: The Fair's Fair Impact Award Scheme As A 

Model For Professional Development Through Mentorship  

"The evolution of research data management (RDM) practices, driven by policy changes, 

technological advances, and the growing emphasis on FAIR (Findable, Accessible, Interoperable, 

Reusable) data principles, has created significant skills gaps within the community of RDM 

professionals. 

 

The FAIR's FAIR Impact Award Scheme, coordinated by the Digital Curation Centre at the University 

of Edinburgh as part of the international FAIR Impact consortium project, represents an innovative 

response to these challenges, offering a structured mentorship programme that pairs experienced 

practitioners with emerging professionals to foster knowledge transfer, skill development, and 

community building within the RDM ecosystem. 

 

Building An In-organization Research Data Management Training Community In An AI-forward 

World  



 
As technology advances open up new ways of discovering and re-using data, researchers need to be 

equipped with the skills and knowledge to understand how to adapt these new methodologies to 

their own scientific discipline, and meet journal and funder data policy requirements. While 

compliance can help layout these requirements, education is a key tool in showcasing the benefits, 

opportunities, and importance of good data management throughout the research project lifecycle. 

Here, we explore the lessons learnt in building a research data management (RDM) training 

community within our organization, and discuss how interactive engagement with researchers from 

different career stages can lead to improvements in creating open and FAIR data in the 

environmental sciences.  

 

Building an Integrated Scientific Knowledge Graph for Neuroscience: Enhancing Research Impact 

Analysis and Optimizing Data Curation 

The Neuroscience pilot of the EU-funded SciLake project seeks to tackle the complexities of 

fragmented and disorganized open research data. This initiative has united partners with expertise 

in knowledge management with curators from EBRAINS (RRID: SCR_019260), an open research 

infrastructure focused on brain-related studies. The innovative Scientific Knowledge Graph (SKG) 

(https://bip.imsi.athenarc.gr/search/neuroscience-pilot) created through this pilot serves as a 

cohesive framework for data integration while enabling the use of value-added services provided by 

SciLake. The developed SKG combines curated datasets from EBRAINS with extensive neuroscience 

research products from the OpenAIRE neuroscience gateway (https://neuroscience.openaire.eu/). 

 

The SKG incorporates controlled terms from openMINDS (RRID: SCR_023173) as nodes and utilizes 

an entity recognition model to classify and map these terms in relevant texts, enriching the 

connections among research products. Additionally, the SciLake services deploy language models to 

extract mentions of research artifacts (RAs) and enhance the interlinking of research products. Fully 

integrated with impact-driven discovery and reproducibility tools and leveraging the analytical 

capabilities of SciLake, the SKG serves as a powerful resource for contextualizing curation efforts and 

exploring research trends, ultimately optimizing curation processes in the neuroscientific landscape. 

 

Building Resilient (Meta)Data Futures Using DDI, FAIR and Collaboration 

The DDI Alliance is a global consortium stewarding a suite of open metadata standards designed for 

describing data across its full lifecycle—from study design and collection to preservation, sharing, 

and reuse. With deep roots in the social, behavioral, economic, and health sciences, DDI metadata 

standards are human-readable and machine-actionable, domain-sensitive, and already widely 

implemented in data archives, libraries, and national statistical systems. 

 

This talk will showcase: 

• How DDI standards directly support FAIR data principles (Findable, Accessible, Interoperable, 

Reusable); 

• The value of structured metadata for interoperability, transparency, and data integrity, 

especially where institutional trust or longevity is uncertain; 

• How researchers and institutions can use DDI to safeguard their data in restrictive or resource-

constrained contexts; 

https://neuroscience.openaire.eu/


 
The organizational benefits of joining the DDI Alliance, including access to a global metadata 

community, implementation tools, and governance over future standards development. 

 

Call for Proposals DDI For Beginners: Free, Bilingual Training Resources To Start Making Your Data 

FAIR With DDI 

This poster presents the work package 2 of the French funded project, FAIRwDDI, whose purpose is 

to create awareness and resources on FAIR (Findable, Accessible, Interoperable, Reusable) research 

data reuse and preservation. The FAIR principles largely rely on metadata and metadata standards 

like the Data Documentation Initiative (DDI) for their implementation. Specialists from CDSP France 

and CLOSER UK got together for two sprints and created training materials on the Data 

Documentation Initiative Standard. 

 

We will showcase the bilingual training material created in the FAIRwDDI, that will be openly and 

freely made available for the data preservation community. 

 

CESSDA Trust Support: a Peer-Driven Multi-Way Process 

This poster presents the CESSDA Trust Support programme, outlining the support routes, outcomes, 

challenges, and recent adaptations. Although the CESSDA Trust Support is rooted in the social 

sciences, the programme can be applied in other domains. We welcome feedback and ideas from a 

wider audience to refine the support programme, and to prepare for new challenges in digital 

curation and trustworthy repository practices.  

 

Connecting The Research Data Lifecycle: Event-Driven Vertical Interoperability with DMPonline, 

RSpace, and DMPsee 

We present an approach that places the transformation of Data Management Plans (DMPs) from 

static documents into dynamic, interoperable entities at the core of our integration work. We 

introduce DMPsee, a new, event-driven notification service that enables this transformation. 

Changes made in DMPonline, such as creation, updates, or deletion, become secure, timestamped 

events that can trigger actions in connected systems like RSpace. This allows DMPs to actively 

coordinate research workflows rather than serving only as compliance artifacts. 

 

This approach represents a significant methodological innovation in research infrastructure design. 

Instead of relying on heavy, bespoke integrations, DMPsee uses lightweight webhooks and 

standardized events, improving resilience and scalability. Our work demonstrates a new model for 

delivering curation services at institutional and national levels, enabling platforms to plug into 

broader data ecosystems while also showing how digital infrastructures can be both technically 

robust and ecologically sustainable. 

 

Curating for Reuse: FAIR and Trustworthy Services for Interdisciplinary Data Applications 

This poster showcases the FAIR journey of the INFRA-ART Spectral Library, an open-access repository 

supporting heritage science and related fields. It highlights how interoperability standards and 

trustworthy governance transformed a standalone database into an EOSC-aligned service. The 

poster highlights both technical workflows and user impact, showing how FAIR and TRUST principles 

enable greater confidence, visibility, and reuse of interdisciplinary datasets. 



 
 

Curating in Unstable Systems: Transmedia Strategies for AI Art 

This lighting talk showcases how curators working with new technologies can adapt to uncertain 

conditions, such as limited resources or the complexity of the digital systems themselves. The talk is 

a reflection on my experience as a curatorial intern for [ARTIFICIAL] TERRITORIES, an interactive 

transmedia exhibition held in 2025 at Das LOT in Austria. Organised by the collective ECHOLOT, the 

exhibition brought together 23 artists and 12 multimedia artworks that engaged with AI as both a 

creative tool and a critical subject. 

 

This talk highlights how transmedia methods helped public engagement and respond creatively to 

real-world limitations, and also how participatory design, storytelling, and digital technology can 

allow curators to be adaptable and agile when collaborating with novel technologies. The project 

demonstrates that even within uncertain systems, curating can be an act of connection and 

imagination. 

 

Data Stewardship Pilot at TU Wien 

At TU Wien, the Center for Research Data Management (CRDM) has developed and successfully 

operates institutional tools and services such as DAMAP (the Data Management Plan tool) and the 

TU Wien Research Data Repository, based on InvenioRDM. Despite these established infrastructures, 

there remains a clear need to strengthen data stewardship capacity across the university. With over 

26,000 students and 6,000 employees in eight faculties, TU Wien’s research landscape is broad and 

diverse, making domain-specific data stewardship a key component for sustainable digital curation. 

 

Beginning in October 2025, CRDM will launch a pilot phase introducing data stewards across 

selected faculties and institutes. The Faculty of Architecture and Planning and the Faculty of 

Mathematics and Geoinformation (specifically Geo Department) will participate in this initial phase. 

Six data stewards, each bringing domain-specific expertise, will undergo a structured training 

programme that combines theoretical foundations with hands-on practice. 

 

Our poster will present the modular training framework we are developing, including 

implementation timelines and the rationale behind our design choices. The modules will cover: 

 

1. Fundamentals of Research Data Management (RDM) 

2. RDM Infrastructures and Services 

3. FAIR (Meta)Data Principles 

4. Legal and Ethical Frameworks 

5. Research Data Quality 

6. Introduction to AI/ML 

7. Supplementary (optional, eg, command line systems, programming basics, etc.) 

 

Our approach stands out by bringing together researchers’ disciplinary perspectives and the 

university’s existing data management infrastructure, ensuring that stewards can translate RDM 

principles into real research workflows. 

 



 
By sharing our framework at IDCC26, we aim to gather community feedback on our training 

approach, discuss scalability to other TU Wien faculties, and contribute to the broader dialogue on 

building sustainable, domain-specific data stewardship models. We plan to present outcomes and 

lessons learned from the pilot at IDCC27. 

 

Designing Support Strategies For Enabling Cultural Change In Data Practices For The Physical 

Sciences 

Support strategies, such as training and resource provision, are essential in the process of improving 

the uptake of practices aligned with research excellence. The Physical Sciences Data Infrastructure 

(PSDI), an initiative developed in response to a disciplinary need, has developed resources and 

infrastructure to promote a cultural shift towards implementing sustainable data practices. PSDI has 

sought input from key stakeholders and worked with different partners to identify community needs 

for in-person and self-paced training, guidance resources, webinars, and workshops that provide the 

opportunity for peer discussion and learning. PSDI continues to work with the data curation 

community to identify future directions for our resource development and community engagement. 

 

Digitization Of Heritage Materials: The Role of Artificial Intelligence In Bridging The Past, Present, 

And Future. A Project At The Balme Library.  

The digitization and preservation of heritage materials involve a complex curation process. Today, 

artificial intelligence tools are used to translate languages, read manuscripts, and generate metadata 

for heritage and fragile materials for discovery and accessibility. The Balme Library is the largest and 

most prestigious library in Ghana, housing valuable historical collections and playing a key role in 

preserving Ghana's and Africa's historical materials. The Digitization Project was launched in 2010 

which aims to curate heritage materials for long -term preservation by reducing stress on the fragile 

originals. The Balme Library, Ghana's largest and most prestigious library, houses valuable historical 

collections. These collections include Folio, Furley, Africana Rare Materials, and old newspapers on 

microfilm that are of great significance to researchers and historians. The collection features 

documentary materials related to Ghana’s history, manuscripts, maps, pamphlets, theses, old books, 

and old newspapers and theses on microfilms. Curating of these collections helps connect the past, 

present, and future which is a large-scale project requires sustainable funding, adequate digital and 

artificial intelligence tools, curation skills, effective policy, and a collaborative effort to preserve our 

heritage.  

 

EOSC EDEN: Advancing FAIR-Enabling Digital Preservation and Curation Across Europe 

The introduction of FAIR, CARE, and TRUST principles into research data management has 

significantly influenced how digital research objects are curated and preserved. Yet many digital 

repositories still lack clear, actionable frameworks to guide long-term preservation decisions—

particularly in the face of limited resources and increasing data complexity. The EOSC EDEN project 

(2025–2027), funded by the EU Horizon programme, aims to address this gap by developing a 

comprehensive framework for FAIR-enabling digital preservation, tailored to the needs of diverse 

communities and disciplines. 

 

The poster will present ongoing work and expected outcomes of the project, such as a framework 

for identifying data suitable for long-term preservation. This framework evaluates digital objects 



 
across three quality dimensions—contextual, technical, and metadata quality—while aligning with 

the expectations of designated communities and the capabilities of digital archives. EOSC EDEN will 

introduce a re-appraisal model that incorporates changing community expectations, archive 

capabilities, and usage metrics. The project will also deliver a suite of user-centric operational 

services. 

 

Finally, EOSC EDEN will establish an expert curation network and host workshops and bootcamps to 

foster peer exchange and community building, strengthening the sustainability, inclusivity, and 

effectiveness of digital curation practices across Europe and beyond." 

 

Ethics Guidance on Sharing and Publishing Sensitive Data from Local to National Scales 

We are developing ethics recommendations to ensure that sensitive research data are handled 

ethically, responsibly, transparently and in line with FAIR and CARE data principles throughout the 

research data lifecycle and in a manner that promotes trust, reproducibility, and innovation. 

 

Expanding the Understanding of Population Descriptors for Biomedical Research to Low- and 

Middle-Income Countries (LMIC) - Corpora Development  

Transformation of biomedical research through meticulous development and expansion of resources 

for curation, extraction and translation for clinical interpretation is a fundamental component of 

clinical genetic practices. In clinical contexts, curation of molecular and clinical entities from 

available sources provides real-time data collection, interpretation and reporting. There is an 

increasing need to expand the current practices to include population descriptor entities. However, 

populations can be described in various ways including social, biological and geographical 

constructions.  

 

Furthermore, these constructs can differ across both place and time, resulting in multiple dynamic 

population entity types. Here, we aim to develop an event annotated corpora for the task of 

extracting population descriptors. In our approach, we include identification of population target 

types and guidelines for population entity annotation. We extend the approach to biomedical 

information extraction to include all types of population descriptors. In development of this corpus, 

we manually annotated biomedical literature using a combination of structured and unstructured 

representation for entity extraction across multiple trained annotators. Our event extraction 

approach was applied to a variety of population descriptor extraction targets, including clinical, 

demographic, geographic and social. With a focus on Low- and Middle-Income Countries (LMICs), we 

selected 100 biomedical research papers from biomedical journals published in LMIC countries 

marking references to population descriptor entities and domain-relevant processes. Trained 

annotators evaluated relevant entity types for annotation and developed a set of detailed guidelines 

for annotation in text. Secondly, experts created structured event annotation in both abstracts and 

published manuscripts. The resulting corpora is intended to serve as a reference for FAIR training 

and evaluation methods for population entity mention detection in biomedical science from LMICs.  

 

FAIRway: A Pathway to Open and FAIR Research Data - Empowering Researchers and Institutions 

FAIRway is a collaborative initiative by INESC TEC, CIIMAR, and BIOPOLIS-InBIO to strengthen 

Research Data Management and Open Data practices under the Portuguese Programme for Open 



 
Science and Research Data (PNCADAI). The poster presents consolidated results, including a 

roadmap for Data Management Plans, mapping of researchers’ practices, training across disciplines, 

and pilot use of Electronic Laboratory Notebooks. Together, these actions demonstrate joint 

institutional efforts driving the transition towards FAIR data. 

 

From Crisis to Coordination: Building the Data Rescue Project for Rapid-Response US Federal Data 

Curation 

In this poster, we will focus on sharing the growth and formalization of the Data Rescue Project. We 

will report on volunteer engagement, data captured, and resources we have created to support data 

rescue efforts. Additionally, we will reflect on experiences carrying out rapid-response coordination 

and the building of an involved and sustainable community infrastructure. While this project is based 

in the United States context, we hope our project pathway will be easily adaptable for other rapid 

response data curation projects. 

 

From Intentions to Practice – Tracking Data Sharing in Data Management Plans 

This poster examines how data management plans (DMPs) submitted to the Research Council of 

Finland by Tampere University researchers in 2021–2022 are realized in practice, particularly 

regarding data sharing. While researchers must follow FAIR principles and submit DMPs early in their 

projects, the actual outcomes of data sharing often remain unclear. By analyzing initial DMPs and 

conducting a follow-up survey, the study compares researchers’ intentions with actual practices, 

exploring reasons for any discrepancies. The findings highlight the need for improved DMP tools that 

support tracking and verification, and they inform the development of better follow-up processes 

and support services. 

 

IIIF as an Enabling Tool in Data Curation 

IIIF is a way to standardize the delivery of images and audio/visual files from servers to different 

environments on the Web where they can then be viewed and interacted with in many ways. 

 

Lessons Learned From Harmonizing Data Management Plans: A Case Study To Build A Generic But 

Compatible DMP-Template Across Diverse Funding Agencies In Germany And Europe 

Research Data Management (RDM) is essential throughout the entire research data lifecycle, 

encompassing data collection, processing, analysis, long-term storage, and sharing. A Data 

Management Plan (DMP) serves as a critical instrument to systematically organize RDM processes 

and ensure compliance with best practices. Increasingly, funding agencies require the submission of 

a DMP as part of project proposals to promote open science and enhance research reproducibility. 

However, variations in DMP requirements across funders are challenging and limit efficient and 

consistent reuse of DMP information across stakeholders, like data stewards, project office, funding 

agencies etc. 

 

To address these issues, we reviewed DMP templates from funding agencies and compiled a generic 

DMP template for the IPK Gatersleben, in context with German National Research Data 

Infrastructure consortium FAIRagro. Our approach involved a comprehensive analysis and 

categorization of existing funder questionnaires to identify semantic overlaps and unique elements. 



 
The harmonized set of questions was then integrated into a template using RDMO (Research Data 

Management Organizer), an open source software platform designed to facilitate DMP creation. 

 

Within RDMO, a mapping between questions and answers using attributes enables the generation of 

customized DMP views that satisfy individual funder requirements. This setup allows researchers to 

efficiently reuse their responses across different funding applications, streamlines maintenance of 

the questionnaire, and supports extensibility to incorporate new or updated funder requirements. 

 

The poster will present our methodology for analyzing and harmonizing funder requirements, 

highlight areas of overlap and divergence, and share lessons learned during the template 

development process. By providing a flexible, maintainable, and extensible solution, we aim to 

reduce the administrative burden on researchers and support the goals of open science and 

research reproducibility. 

 

Monitoring Data Sharing Practices Using FAIR Assessment Tools: Insights from the University of 

Primorska 

Slovenian research policy increasingly supports open science as the national legislation requires data 

sharing of mainly publicly funded research in line with FAIR principles. However, institutions still face 

challenges in tracking and supporting these practices. At the University of Primorska (UP), OA 

reporting depends on researcher self-assessments, which often lacks details regarding research data. 

 

This study investigates data sharing practices in scientific articles published by UP researchers based 

on a sample of 120 papers. While most articles were openly accessible and 80% reported generating 

data, more than half did not include a data availability statement and only 10% of papers referenced 

datasets deposited in trusted repositories. The level of FAIRness of these datasets was evaluated by 

using three different FAIR assessment tools (F-UJI, FAIR Evaluator and FAIRshake), and results were 

compared to expert evaluation. Additionally, authors of papers in the sample that were not sharing 

data were contacted by two data stewards and offered support in preparing data for deposition. 

 

Findings from this study will inform institutional policy development aimed at enhancing compliance 

with open science mandates and supporting automated monitoring of OA and FAIR practices. 

 

Nailing Jelly To The Wall: Sensitive Longitudinal Dataset Citation 

Longitudinal datasets that serve an entire domain present a number of specific challenges to data 

citation and DOI assignment, particularly when they contain sensitive data. How do we approach 

DOI assignment? How much of the responsibility of accurate citation should be taken on by a data 

curation unit? How much by researchers? 

 

Navigating Data Curation Activities in CroRIS 

Croatian Research Information System (CroRIS) is the central Croatian digital infrastructure which 

aims to collect, curate, and provide structure and access to metadata on research activities. CroRIS 

superadministrators (at Ruđer Bošković Institute and University of Zagreb University Computing 

Centre - Srce) manage the entire system, work on the system's construction and further 

development, have the ability to edit all the entries, add new and manage existing authority files and 



 
are directly responsible for editing and verifying the accuracy of the orphaned entries. Considering a 

large amount of metadata is linked to some Croatian research and higher education institution, 

access to data management was granted to institutional administrators. Institutional module editors 

are able to administer those CroRIS entries which pertain to their institution. This division of work 

enables prompt data verification and accelerates the process. CroRIS thus created a community of 

data curators who collaborate together to serve a common goal and as such serves as an excellent 

example of a successful data curation partnership. 

 

PATTERN's Innovative, Co-created, and Multi-lingual FAIR RDM Training 

The PATTERN Horizon Europe project develops training activities for researchers to strengthen their 

transferable skills in Open and Responsible Research and Innovation. A focus on FAIR Research Data 

Management (RDM) fosters transparency, reusability, and impact in research. In the poster we 

showcase the reusable resources that have been created, highlight a collaboration between Croatia 

and The Netherlands, and recommend future directions. 

 

We will actively seek feedback from poster viewers on our plans for a sustainable continuation of 

our collaborative work to facilitate the reuse and adaption of the PATTERN FAIR RDM training 

materials. 

 

People-Powered Metadata: Building a Community of Curators with OpenOrgs 

Organisational identity is essential for making research outputs easier to find, cite, and reuse. 

However, inconsistent metadata continues to be a problem across scholarly communication 

systems. Without reliable metadata about research organisations, outputs risk being misattributed, 

overlooked, or undervalued. OpenOrgs, a service in the OpenAIRE ecosystem, addresses this issue by 

disambiguating, structuring, and improving metadata about research organisations. While 

automation can scale detection, only a community of expert curators can ensure metadata truly 

reflects the complex and evolving research landscape. 

 

At the heart of OpenOrgs is a growing community of curators - over one hundred experts from 60 

countries - from national experts to the central Curation Board. To date, they have edited and 

approved more than 102.000 institutional records. Together, they maintain and improve the quality 

of organisational metadata. Curators work includes resolving conflicts, merging duplicate records, 

enriching metadata, and setting up parent–child hierarchies that reflect institutional structures. This 

guarantees that records are maintained accurately, remain up-to-date, and meaningful within the 

wider research system. 

 

RDM101 at TU Delft: Short- and Long-Term Impact on Data Curation Skills 

This poster reports a mixed-method evaluation of the impact of TU Delft’s three-week, blended 

RDM101 course. Using feedback from every run, pre/post surveys from four runs, and 13 semi-

structured interviews (11 alumni, 2 data stewards), we assess short- and long-term impact on data 

curation skills. Short-term outcomes are substantial: awareness of institutional RDM support rose 

from 45% to 98%; reliance on secure institutional storage increased markedly with 90% of learners 

expressing they changed their storage strategies after the course and 81% established new backup 

routines; 98% felt better equipped to start or improve a DMP, frequently citing the Data Flow Map 



 
(DFM); FAIR understanding shifted from naming the acronym to enacting practices (documentation, 

metadata, README files). Intentions to publish data/code increased from 76% to 95%, with choices 

moving toward trusted repositories. Course alumni reported sustained organisation, documentation, 

and reproducibility practices, reduced anxiety about compliance, and continued engagement with 

data stewards. Drawing on these findings, we outline educational design principles for resilient RDM 

training to inform the 2026 course update: (1) blend modular and discipline-specific learning 

pathways with personalised feedback; (2) prioritize actionable skills over definitions; (3) sustain 

evaluation and timely updates.  

 

Teaching Data Literacy Through Active Curation: The Grad Student's Data Survival Guide 

This poster presents a comprehensive overview of the Grad Student's Data Survival Guide, detailing 

individual lessons and demonstrating how our curriculum aligns with established data curation 

frameworks, particularly the Data Curation Network's CURATE(D) model. We will provide interactive 

access to the Guide via tablet, enabling attendees to explore the content firsthand and offer 

feedback on both specific materials and overall pedagogical structure. We welcome input from 

curation experts on potential gaps in our coverage and opportunities for improvement. 

 

The Careers and Skills for Data-driven Research Network+ (CaSDaR) 

The volume of data generated by research is growing at an exponential rate yet much of this data is 

unusable due to the lack of expertise, tools, and resources for effective data management. Data 

Stewards are the key to bridging the gap between data generation and reuse, as they have a 

fundamental role that ensures the quality, accuracy, accessibility and longevity of data across the 

entire data lifecycle. We place great value in data, but the current investment in infrastructure to 

promote engagement and support data excellence is lacking, and best practice like FAIR cannot be 

implemented without investing in data stewards. This is where CaSDaR comes in; a UKRI funded 

Network+ started in April 2025 with a goal to establish a diverse, inclusive, self-sustaining 

community of Data Stewards and to create a model for data steward support systems within 

research intensive institutions, thereby clarifying their role and integration within the research data 

lifecycle. This poster will provide a high-level overview of CaSDaRs activities, roadmap and 

deliverables, and explain how you can get involved! 

 

The Collaborative Activity of the Research Data Management and Utilization Working Group at the 

Kyushu Okinawa Open University in Japan 

While many Japanese universities have adopted research data policies, providing enough supporting 

research data management (RDM) remains challenging, particularly for smaller institutions with 

limited staff and resources. The Research Data Management and Utilization Working Group (WG) 

was formed in September 2024 to improve RDM practices at universities in Japan's Kyushu-Okinawa 

region. 

 

The WG serves as a platform for collaboration and knowledge sharing among its members. It is 

supported by the Research Data Management Start-up Support Project, sponsored by the National 

Institute of Informatics. Kyushu University is the regional coordinator of this project. 

 



 
The WG also operate under the Kyushu-Okinawa Open University (KOOU), a consortium of 11 

national universities, aims to enhance regional research capacity through researcher and student 

development, shared research infrastructure, RDM, and development of research support personnel 

in Kyushu and Okinawa area. RDM is regarded as an important element in enhancing the research 

reputation of universities. 

 

KOOU and the WG plan to hold a joint workshop in December 2025 and aim to expand their 

outreach to non-member universities. The WG will contribute to promote collaboration and best 

practices in RDM across the region. 

 

The drone brings the AI-package 

In 2025 AI has become a world-wide topic with new AI-solutions to existing problems being 

presented on a regular basis. On top of that the implementation of the world’s first law governing AI, 

the AI Act, has started. The cherry on top? You still have the GDPR, national law and other 

regulations to take into consideration. 

 

For the Swedish University of Agricultural Sciences (SLU) questions regarding maps, drones and 

agricultural data are important. Sweden also has the principle of transparency of public work that 

goes further that open science/data. The principle is applicable for authorities and since SLU is an 

authority this leads to questions regarding how data can be requested, used in AI and later 

potentially be used in a way that is harmful. 

 

Another topic is how AI can be used to improve SLU:s research. This leads us to questions on how to 

conduct research with the help of AI in a responsible way so that the standard for data protection 

and security is upheld. 

 

This contribution will bring a legal aspect to the question on AI that focuses on how sustainable 

solutions can be brought forth. 

 

The Sarah Jones Award for exceptional contribution to fostering collaboration in Open Science 

The Research Data Alliance is pleased to announce that nominations for the 2026 edition of ‘The 

Sarah Jones Award for exceptional contribution to fostering collaboration in Open Science‘ are now 

open. This bi-annual award honours the memory of Sarah Jones, and her significant contributions to 

the Open Science community globally. 

 

RDA is inviting the submission of nominations for individuals who have demonstrated an exceptional 

contribution to fostering collaboration in Open Science. This impact can be on an organisational, 

community or individual level. This award is open to candidates from across the globe and is not 

restricted to members of the RDA community. The deadline for receipt of nominations is 14th June 

2026. This poster will highlight the award and the deadlines for submission of nominations and 

announcement of the winner. 

 

Training And Support For All - The FIDELIS Approach To Increased Representation And 

Understanding 



 
FIDELIS is committed to provide training and support for the entire European repository landscape ( 

Including Horizon Europe associated countries), allowing all to improve their relevant skills and 

potentially onboard onto the FIDELIS Network. In these efforts, we recognise there are parts of the 

community where underrepresentation in previous training and support activities, lower 

certification rates, and limited access to resources and development can be observed. Taking into 

account these factors, the FIDELIS training and support strategy includes specific attention to 

balanced representation and specific actions we will take to ensure this.  

 

FIDELIS aims to:  

1) Actively facilitate increased representation in our training and support programmes of countries 

that have previously been less well represented, so their repositories can be strengthened 

2) Actively facilitate repository networking throughout Europe and allow onboarding onto the 

FIDELIS Network by all countries 

3) Improve understanding of the unique challenges, needs, and questions that are prevalent in 

these areas and may be different from previously identified topics in the repository landscape.  

 

We aim to facilitate community input on our strategy plans and to set up meaningful connections to 

better involve our intended audience through an initial online meeting, which people will be able to 

sign up for at the conference. 

 

Uedu: Implementing a Data Sovereignty Framework in a Trusted Multimodal Learning Data Lake 

Uedu (https://uedu.tw) is a generative AI–powered front-end platform designed to assist students in 

learning and reduce cognitive load, while giving educators new insights into students’ knowledge 

growth. Built as a trusted multimodal learning data lake, it integrates digital learning traces, 

wearable physiological data, and classroom environmental measurements. Generative AI supports 

semi-automated metadata creation, summarization, and planned cross-modal semantic linking to 

reduce manual curation burdens in resource-limited contexts. 

 

A data sovereignty framework enables students, educators, and researchers to define access rights, 

licensing terms, and reuse conditions, supported by machine-readable policies. Aligned with FAIR 

principles, this approach promotes findability, accessibility, interoperability, and reusability of 

diverse educational datasets. Deployed in multiple university courses, Uedu has generated curated 

datasets for teaching practice research and cross-institutional collaboration, demonstrating its 

potential to operationalize data sovereignty in real educational settings while sustaining open 

scholarship and community trust. 

 

Working With Silos At An Agricultural University 

At universities, several communities co-exist and often turn into silos, specialised communities 

working independently and isolated within the organisation. 

 

The Swedish University of Agricultural Sciences (SLU) generates data in diverse areas, including e.g. 

wildlife, soil use, water, food, forestry, agriculture and aquaculture, through research and 

environmental monitoring and assessment activities. The latter are often initiated and funded by 

external official authorities, with specific requirements that may affect data management. 



 
 

The scientific activities take place within silos. The same goes for the data curation community, 

where various organisational units have tended to form silos as well. The scientific silos are in many 

aspects unique, needing specialised and customised solutions. Their data sovereignty is a vital part 

of academic freedom and thus must be protected. The support silos hold the general know-how 

regarding best practice in RDM. The data curation community need general and standardised 

solutions to work within our budget while representing researchers as well as the institution and the 

public. 

 

To enable support in the face of the challenges and to create and maintain trust from the scientific 

silos, we need to work towards cultural change. Collaboration between silos, flexibility, 

communication and transparency are essential in this development. 


